There is widespread and justified concern around the immense challenges to food systems in meeting the demand of future populations for sufficient, affordable, safe and nutritious food. There are equal concerns about meeting those challenges in ways that both reduce unintended negative environmental consequences and make significant contributions to the livelihoods of farm families and promote inclusive national growth. Making effective progress in such a complex and dynamic setting, in an era where threats and opportunities appear to grow in equal and rapid measure, demands urgent, coordinated, and transformative action in better marshalling and exploiting revamped data infrastructure across the food system landscape.

This report is both a timely and a critical exploration of a daring vision of a global data ecosystem for agriculture and food that no single entity or network could possibly seek to deliver, but that might guided by principles presented by the authors - lie within the grasp of an open and adaptive global stakeholder coalition. Daring visions are inevitably replete with risks but this report, richly elaborated by examples and selected institutional responses, begins to lay out a roadmap based on foundations of building trust, understanding incentives, and developing appropriate business models.

The ultimate impact of the vision, principles, and roadmap sketched here, however, are only valuable if they are acted upon, and the report also calls for a disciplined and pragmatic path to progress built around the principles of “thinking big but starting small”, use cases, and prioritizing action over process.

If this report marks the start of a significant journey for the global agricultural community then we would do well to pay heed to the African proverb inscribed at the cornerstone of the BMGF headquarters, “If you want to travel quickly - go alone; if you want to travel far - go together”

Stanley Wood
Agricultural Development
Bill and Melinda Gates Foundation
**EXECUTIVE SUMMARY**

Agriculture would benefit hugely from a common data ecosystem. Produced and used by diverse stakeholders, from smallholders to multinational conglomerates, a shared global data space would help build the infrastructures that will propel the industry forward.

In light of growing concern that there was no single entity that could make the industry-wide change needed to acquire and manage the necessary data, this paper was commissioned by Syngenta with GODAN’s assistance to catalyse consensus around what form a global data ecosystem might take, how it could bring value to key players, what cultural changes might be needed to make it a reality and finally what technology might be needed to support it.

This paper looks at the challenges and principles that must be addressed in building a global data ecosystem for agriculture. These begin with building incentives and trust — amongst both data providers and consumers — in sharing, opening and using data. Key to achieving this will be developing a broad awareness of, and making efforts to improve, data quality, provenance, timeliness and accessibility. We set out the key global standards and data publishing principles that can be followed in supporting this, including the ‘Five stars of open data’ and the ‘FAIR principles’ and offer several recommendations for stakeholders in the industry to follow.

- **Finding business models** that provide incentives for various entities to collect and share data. If these models provide business value directly to the data providers, the quality of the collected data will be higher.
- **Leading by example** by providing open data sources. Syngenta has already done this by publishing data about the results of its Good Growth Plan.
- **Encouraging data standards** that make it easier to produce and share data. In doing so, stakeholders will need to have reasonable expectations of how these standards will be used.
- **Automating data collection.** Automatically collected data is more likely to be accurate and precise than data collected by hand.
- **Annotating datasets.** Even automatically collected data cannot be used if it is not described in a consistent and understandable way.
- **Following data sharing principles.** The five-star maturity model and the FAIR principles provide guidelines for creating and sharing data.
- **Using the data.** All of the best data sharing efforts have little impact if the data is not used in a productive way. Stakeholders must encourage a cottage industry of data-backed apps that get the most value from datasets.

In response to the paper, four key organisations engaged in developing data infrastructures (CGIAR, Agrimetrics, ODI and AgroKnow) state what a common data ecosystem would mean to them.

---

**INTRODUCTION**

Effective and efficient use of data has transformed numerous sectors, improving the ways products are produced, distributed, utilised and developed. Advances in data innovation have surpassed all expectations; data scientists continue to be amazed at how powerful massive amounts of data can be in solving supposedly intractable problems in science, engineering, commerce and industry.

However, in the agriculture sector, amassing varied and pertinent datasets to reap the kinds of benefits seen in other industries is challenging, but crucial to solving systemic problems.

The world population is growing rapidly and we need agricultural productivity to keep up. In recent years, large-scale open and shared-data projects – and research on what makes them succeed and fail – have provided good examples of how to plan and conduct global data-sharing initiatives.

This paper outlines priorities for creating an effective global data ecosystem for agriculture, from engaging stakeholders to sourcing, sharing and collaborating with data. Some of these priority areas are specific to agriculture, while others are lessons learned from data sharing initiatives in other sectors. The authors draw on their experience with the Open PHACTS initiative in particular.

---

HOW CAN DATA ADDRESS GLOBAL CHALLENGES?

Feeding a growing global population will mean tackling a wide range of challenges: limiting food waste, improving resource use efficiencies, dealing with and preventing soil degradation, and coping with water shortages, to name a few - and all in a context of severe constraints imposed by weather uncertainties due to climate change. How can data help?

A wide variety of datasets underpin agriculture products and processes, which vary in size and subject matter and in how they are updated and governed. Some of the many ways that different data can be used to increase productivity in agriculture are highlighted in a 2015 discussion paper, produced by the ODI, and they mirror to a large extent the benefits of data analysis in other industries:

- Geological, satellite, soil, weather and market data are used for early, accurate detection and prediction of problems (pest outbreaks and resistance, water shortages or floods, low yields)
- Data on best practices, weather, markets; scientific research (i.e. agronomy etc.) and longitudinal studies are used in planning what to grow, what treatment to apply, when to plant, treat or harvest
- Weather, crop yield, pest outbreak and production history data are used for risk management (hedging yields, insurance) and damage control (drought, pests)
- Regional yield variation and climate prediction data are used for managing subsidies (funding history, financials)
- Product and supply-chain data are used to inform consumers (individuals as well as companies)
- Targeted data on new and emerging pests (e.g. Soy Rust) enables fast responses to the challenges above, and has market value.

These use cases indicate the sorts of data that can provide value when opened or shared, along with the types of stakeholders that could be willing and able to share it:

- Commercial organizations (product, sustainability, and yield data)
- Governments (satellite data, weather data, market data)
- Traders and value-added resellers (supply chain data, market data)
- Science community, labs, clinics, universities (agronomics, chemistry)
- Farmers (pest and yield data from precision farming, soil data)

In contrast to other industries, agriculture has a relatively broad spectrum of stakeholders. Agricultural product producers range from part-time, small-scale farmers to high-tech multinational conglomerates, and supply chains begin in some of the world’s most remote areas. From ‘farm to fork’, products go from being raw materials, through processing, trading, hedging and brokering to eventually make it to the customer’s table. All of the stakeholders involved in these processes are potential producers as well as consumers of data.

This paper considers ways in which data infrastructure can be built for agriculture by focusing on four key areas:

Stakeholder engagement. In order for stakeholders in agriculture to feel confident and motivated in how they share and access data, issues like data quality, curation, licensing and sustainability need to be addressed.

Data sourcing and handling. Different datasets need to be treated in different ways, depending on technical aspects, such as their size and how frequently they are updated. Data and metadata (data about data) play different roles in the data ecosystem, and must be treated accordingly.

Sharing frameworks. Many data-sharing and open data frameworks exist to help guide data exchange and use, based on data initiatives that have been established and developed over time.

Collaboration frameworks. The World Wide Web is the largest, most successful distributed data system ever built, but even so, it is not the only way to think about collaborating on the web. Other systems have had considerable success. An effective data-sharing policy will have to consider these other collaboration paradigms.

STAKEHOLDER ENGAGEMENT

Factors affecting stakeholder participation by data suppliers, users, and re-publishers largely fall into two categories: their motivation to participate in the first place, and trust that doing so will bring about good outcomes.

Building motivation for data sharing

Many groups in the agriculture sector might not have obvious motivation to participate in data sharing and use. A private enterprise, scientist or farmer might not see a reason to share data in the first place, let alone know who to share it with and under what conditions. However, the motivations for sharing and opening data can be profound once stakeholders understand the benefits, which vary widely depending on who the stakeholders are.

In the ‘Better Cotton’ example (as shown in the Sidebar: How Data Improves Efficiency of Cotton Production), we see a variety of stakeholders: farmers, traders, governments and brands such as Levi’s and H&M.

The name brands needed the data to satisfy sustainability goals (they want to continue to source high-quality cotton for years to come) as well as marketing goals (Levi’s maintains a reputation for being an environmentally conscious company); they were the main consumers of the data. The business question they wanted to answer had to do with the ultimate source of the cotton they use in their products: “where does the cotton in this pair of jeans come from?” Data from the whole supply chain is needed to satisfy this goal, from the point of production of the cotton through to each point at which the cotton was transformed (gin, spinning, weaving, dyeing, cutting and sewing). A major problem is how to motivate each of the businesses in the value chain to provide quality data. The fact that the name brands want the data motivates all of their suppliers to provide data (they want to keep their customer happy), but is frequently no direct reward for any data supplier to provide higher quality data. In order to get trustworthy data, there has to be a direct reward to the data supplier – an answer to the question, “what’s in it for me?” This is a common problem in data sharing: it must be worth the data provider’s effort to provide quality data. Until this issue is resolved, it will be difficult to trust the data received from intermediate stakeholders.

A large part of the motivation for data sharing has to do with how widely it will be shared, with whom and under what conditions. The ODI has developed ‘The Data Spectrum’ to provide a framework for understanding the language of data, from ‘closed’ to ‘open’. As the dynamics of data sharing on a global scale are examined in this paper, it becomes clearer how the placement of a particular dataset or data management initiative at a particular point on the Data Spectrum has a great impact on important features for data sharing such as incentives, risks, and utilisation of data.

In many corporate settings, data held by businesses is closed and only shared on a ‘need to know’ basis (see Figure 1). Product development efforts are protected by trade secret in advance of being patented. The
How Data Improves Efficiency of Cotton Production

Cotton is widely regarded as one of the more environmentally wasteful crops. Cotton fields routinely use more water, fertilizer and herbicides than many other crops. The Better Cotton Initiative (BCI) determined that this wastefulness largely resulted from poor cotton farming practices in many parts of the world. The prevalence of these poor practices has many causes, including misinformation, the transitory nature of many of the stakeholders (some cotton gins only operate for part of the year), and lack of local infrastructure to control production practices. The BCI put into place a rating program which rewarded farms for improving their practice. In contrast to certifications like Organic or Fair Trade, BCI certification was a measure of improvement, rather than a comparison to a fixed standard of good practice.

The BCI instituted a comprehensive set of programs for education, information and support for local farmers, but a key challenge was to provide an incentive for them to actually improve their practices. A farmer could attend a meeting where information was presented, but how do we get them to actually change how they perform?

The BCI worked out a set of incentives based on issuing BCI certificates to farms that passed an audit showing that they had in fact improved their practices. Among the members of the BCI were name brands (Levi’s, H&M, Marks & Spencer, etc) with a particular stake in the future of the cotton industry. These brands set goals for utilisation of certified BCI cotton. One BCI member, Levi Strauss & Co., realised that there was a fly in the ointment. A commitment at the brand level to a particular percentage use of “Better Cotton” would only incentivize growers if there was a way to track the use of Better Cotton throughout the production chain from raw cotton to processed cotton to yarn to cloth to clothing. Levi’s has a direct business relationship with only the last step in this chain; how can they be sure that Better Cotton is being tracked?

In 2012, Levi’s sponsored a data-intensive project to track the provenance of the cotton in their products. While the technical challenges for linking data from production to the retail store were well within reach, the logistic challenges around the data were paramount. What data should be collected, and from which stakeholder(s)? The commitment from Levi’s was sufficient motivation for their suppliers to report data, but exactly what data should they report? There are many relevant measurements, including shipping/receiving data, purchase/sale data and factory floor data. What happens if we mix these sorts of data? There is also the issue of the accuracy or currency of the data. The supplier may be motivated to provide data, but are they motivated to make sure it is correct? Collecting instrumented data helps this situation, but which parts of the process are instrumented?

All of these issues come down to how well we can trust this data. If we don’t know exactly what kind of data we have collected, we cannot productively combine it to draw sound conclusions. If we can’t trust the validity or currency of the data to begin with, we cannot interpret the conclusions that we draw from the data.

experiments that chemical firms (including pharmaceutical companies and pesticide manufacturers) perform during development are overwhelmingly considered proprietary.

The Open PHACTS project (see Sidebar: Open PHACTS) explores the notion of pre-competitive research: particularly research about the human genome and biochemical factors related to drug pathways that are of interest to all pharmaceutical companies. This is an example of data that are shared further to the right of the data spectrum, i.e. more openly. Some of the data result from publicly funded research, and are fully open in the sense of Figure 1. Other data were obtained through private contract, which involves some limitations, putting such data at various places in the ‘Shared’ section.

Scientific results (such as the pharmaceutical data in Open PHACTS and agronomic data) are typically based on data collected as part of carefully planned experimentation. The raw data from these experiments are, for a number of reasons, rarely shared in their own right. In some settings, there are few incentives for sharing intermediate data, since academic rewards are still primarily given for results reported, not the data used. But even as that changes, with data-sharing policies from funders such as the Gates Foundation, the data management skills needed to make this data available and usable are not yet common. Syngenta, through its publication of Good Growth Plan progress data (see Sidebar, Syngenta’s Good Growth Plan, later in this article), is leading by example, showing how data - in this case, the progress claims for the Good Growth Plan - can have greater beneficial impact if published openly.

Enterprises often have a concern that sharing or opening data could undermine their competitive advantage. In these cases, questions of data ownership and control are key: if I share my data, do I still own it? In the case of data collected from smallholder farmers, whose data is it? Does it belong to each smallholder, or to the aggregator who collects it? If I own it, does that mean I control who can see it, and how they can use it? If I share my data today, can I retract access to it in the future? Appropriate guarantees for the control of shared data can contribute to a willingness to share it in the first place. All of these issues must be considered when making a business case for data sharing. The ODI has explored issues and benefits of data sharing within business contexts in its paper on how to make the business case for open data5.
Open PHACTS was a five-year project sponsored by the Innovative Medicines Initiative in the European Commission, which completed in February 2016, transitioning its operations to the Open PHACTS Foundation, a not for profit organisation whose charter is to continue to support the availability of the Open PHACTS Discovery Platform. Its charter was to make available valuable scientific data that can benefit the pharmaceutical industry as a whole. Contributors to Open PHACTS came from research labs, universities, and small enterprises, with matching effort from large pharmaceutical companies. The philosophy behind the effort was that for certain basic research, sharing the burden of collecting, curating and connecting the data would provide more value to the industry as a whole than separate efforts could provide to any single member. To some extent, the issue becomes an ethical one, by sharing research, a cure for some dire medical condition could be discovered much earlier than it could in a purely competitive space. If even a single person dies from that condition because a cure was delayed, to what extent is the industry responsible?

While the scope of the data that is managed by Open PHACTS is much more limited than what we are discussing in this paper, many of the lessons learned by the Open PHACTS project are relevant to any global data sharing initiative.

- **Linking.** Multiple datasets are valuable; having them available in a single place, even more so. Having them connect together (Benners-Lee’s ‘five star’ data) makes them even more valuable still. One of the most beneficial outcomes of the Open PHACTS effort was the creation of so-called “link sets” – data about equivalences between entities described in separate datasets. For example, one dataset might refer to a product called “Roundup”, while another refers to “Glyphosate”. The equivalence of these two chemicals is maintained in a separately governed link set.

- **Data Quality.** Data collected from multiple sources around the world will be of varying quality. Even in the Open PHACTS domain, where the data had undergone some sort of peer-review process, data quality still had to be monitored by the project. This issue is so important, that a spin-off effort called Elixir was created with this as a primary aim.

- **Availability.** Open PHACTS provided a wide variety of ways to access the data, from programming interfaces (APIs), to specific apps that solve particular problems. One of the major successes of Open PHACTS was that it spawned a sort of cottage industry of apps that exploit the data.

- **Sustainability.** Many of the apps based on Open PHACTS demonstrated their value, and came to be essential to various business activities. This called into question the sustainability of the effort. The data service is there today – will it be there tomorrow? I can make a snapshot of the data, but much of its value is in its currency, so a snapshot will not do. How can the data services be sustained?

We wish to acknowledge the Open PHACTS Foundation, the charitable organisation responsible for the Open PHACTS Discovery Platform, without which this work would not have been possible.

**Building trust in data sharing**

Effective data sharing depends on a strong network of trust between data providers and consumers. Infrastructure for data sharing will not be used if the parties who provide and use the data don’t trust the infrastructure or one another.

For data consumers, trust in data sharing depends on numerous factors:

- **Knowing the source.** Trust in data begins with knowledge of its source.
- **Trusting the source.** If you know that data comes from a trusted source, then you can rely on it, and on the conclusions you draw from it.
- **Timeliness of the data.** Even when from a trusted source, data is not useful if it is outdated.
- **Data quality.** Trusted data must accurately and precisely reflect what it measures.
- **Sustainability.** A trusted dataset must have some guarantee of availability.
- **Discoverability.** Like documents, data is only useful if it is straightforward to find.
- **Documentation and support.** Consumers should be able to access support for data if needed.
- **Interaction.** Consumers should be able to provide feedback if there is a problem with data.

Trust issues of this sort are accommodated in the ODI’s Open Data Certificates.

**Data providers** also have to be able to trust not only the sharing infrastructure, but the consumers of their data. Concerns of data providers might have include the following:

- **Will the data I provide fall into the “wrong hands” (however that is defined)?**
- **Will someone use the data against me, or to support a competitor?**
- **Will I be held liable if someone abuses the data?**

---


5 ODI. 2014. How to make a business case for open data. [ONLINE] Available at: https://theodi.org/guides/how-make-business-case-open-data

6 ODI. Open data certificate. What You Need. [ONLINE] Available at: https://certificates.theodi.org/en/about/whatyouneed

‘Provenance’ refers to tracking the source of something. In agriculture, there is often a need to track the source of the physical materials that make up a final product (see above Sidebar: How Data Improves Efficiency of Cotton Production). This can be challenging when products undergo a chain of transformations and pass through many hands on their way to the final consumer.

Provenance in this context can also refer to the source of data. Where did a particular data set originate? When and how was it collected? Good data provenance can increase consumer confidence. Just as physical goods can undergo transformations from producer to consumer, so is the case with data. Results can be derived from raw data and then propagated as datasets in their own right. Confidence in the derived data should depend on confidence in the source data.

Taken on its own, open data, like any information on the web, has to be treated with skepticism. Just because it has been published doesn’t mean it is up to date, correct or useful. Trust in open data begins with knowledge of its source – where it came from, and who provided it. For example, self-reported data from players in a complex supply chain can vary in reliability, while weather data from an established source like the National Oceanic and Atmospheric Administration, for example, is highly curated, heavily reviewed and hence more reliable.

Trusted sources

Many datasets from well funded agencies (usually sponsored by government bodies) are already made available in standardised form. Examples of this sort of data are weather data and geopolitical data.

The scientific research and publication process can be a source of valuable data. Scientific research typically involves the collection of raw data in an experiment from which conclusions are drawn. These conclusions go through a peer-review process organised by the publishers. The results of such studies can themselves form useful open data sets (e.g., data about the genetics, metabolism and biology of various organisms, including crops and pests). Data from this process has a high degree of trustworthiness, since the reputation of the researcher and the publisher rides on the quality of the publication.

Data maintenance

Many datasets are inherently ephemeral: market data, production and consumption data, and weather data are good examples. These data are meaningless unless we know the timeframe for them and they are updated regularly. Soil data (see Sidebar: Soil Data) are similar, even if not updated as often as weather and market data. They change by location and during the course of – and between – seasons. Peer-reviewed scientific data is updated slowly in comparison, but the importance of current information is key to the industry. Having the latest scientific and agronomic results can be the difference between selecting a broad-spectrum pesticide and one that is correctly targeted to a particular invasive organism.

In order to maintain trust in data, it is necessary to have a stable policy that stakeholders will comply with about how quickly data is made available and how long it is kept. This must be balanced with the fact that keeping up with current data can pose serious technological challenges owing to the scale of the data set and the rate of its generation (see “ACFR: Robots Set to Transform the Automotive and Agricultural Industries.”).

Data availability

Data production is one thing, its dissemination is another. Open data is useful when it can be delivered into the right hands (or the right machine) and within a context where it can be most valuable. In some cases, this might be a laboratory researching the efficacy of a treatment (for example, a herbicide’s effectiveness at treating some pest). Sometimes the data must be delivered into the field, so it can be used to help a smallholder make informed decisions on which crop varieties to grow or which treatments


9 FAO. Developing SoILML as a global standard for the collation and transfer of soil data and information. [ONLINE] Available at: http://publications.jrc.ec.europa.eu/repository/handle/JRC56629.


to apply. There must be a variety of data delivery channels, fine-tuned to each case for data delivery.

The ‘fine-tuning’ of data delivery channels can become a business opportunity for data intermediaries, in the case where the data is fully ‘open’ (in the sense of Figure 1). An intermediary can provide services to customise data delivery for the vast range of customers that might exist for the data. Open data creates the possibility of a marketplace, where alternative sources of relevant data are available.

To be made available, data has to be stored in a way that makes it accessible. Even in the modern days of cloud deployment, the data and applications are stored on some hardware somewhere, even if it is virtualised. A strategy for sharing data on a global scale must specify where it will be stored, and what service level agreements (SLAs) will be maintained (up time, throughput, access controls, etc). There are a number of approaches to this:

1. Leave the responsibility of hosting to the data provider. Many open data sources are already hosted by the original data providers. Data provided by the United States Department of Agriculture (USDA), CGIAR Centers, and the Food and Agriculture Organisation of the United Nations (FAO) are hosted by those organisations. But the success of a global open data initiative relies largely on the democratisation of data: it has to be possible to publish data on a large scale from a multitude of sources. Supply chain data is a good example: just as we cannot expect every player in a supply chain to have their own website, it is unreasonable to expect that every member in a supply chain will host their own data for the general good of the industry.

2. Involve a maintenance organisation whose job is to host data. This is the solution that the Open PHACTS Foundation is taking. The foundation maintains a server with appropriate SLAs that serves up the Open PHACTS data. This solution works at the scale of the Open PHACTS data (which is a highly curated dataset, and grows relatively slowly), but could be problematic for more democratised data.

3. Have the data hosted by a private enterprise. The value of distributing open data has been recognised not only by initiatives like GODAN and Open PHACTS, but also by corporate investors. There is already a wide range of companies – from startups to more established enterprises – with business models based around providing hosting services for open data. It is important to note, however, that this solution only resolves the issue of hosting data. It does not solve issues around data maintenance and governance. Examples operating in this space include Socrata, CKAN, DataPress, data.world, and AgroKnow.

4. Involve large GODAN members in hosting data. GODAN includes over 300 members who have signed on to its statement of purpose. Some of these members might have the resources to host data themselves, providing this service as an in-kind contribution to GODAN.

A number of initiatives are underway that can provide data hosting services for global agriculture data. Specifically, for agriculture, the Agrimetrics project in the UK is developing infrastructure for data hosting12, CGIAR is considering this for data on global agriculture and development, and several private initiatives are developing data sharing/hosting models that could be used to manage and maintain data longevity, as explained above.

Because of the heterogeneous needs of a global data ecosystem, the solution will probably be a hybrid of many approaches (e.g. data delivery to cell phones on farms, and to analytics teams in large enterprises). A way forward that fits well with current efforts is to have publicly funded efforts (like Agrimetrics and CGIAR’s Big Data and ICT platform) lead the way with experimental approaches, enabling private enterprises – either small start-ups or initiatives in larger companies – to carry successful models forward. They will have to support the trust principles outlined in this paper.

**Finding data**

Even if data is published openly for anyone to access, use and share (see Figure 1), it will not be useful if it cannot be found by applications or users. There are a number of approaches to making data findable.

- Provide a persistent reference. Following the FAIR principles for Findable, Accessible, Interoperable and Reusable13 data, data should be made available in a consistent location that can be referenced on the web. We expect this from ordinary web pages; datasets are no different in this regard.

- Provide metadata for datasets. This is a familiar method for ordinary web pages as well, allowing annotation to assist search engines in finding datasets. The World Wide Web consortium (W3C) has published the Vocabulary of Interlinked Datasets (VoID), a model for describing not only the content of datasets, but also how they link together14, and the Data Catalog Vocabulary (DCAT)15, a model for describing shared datasets and vocabularies on the web.

- Index the metadata describing datasets. With the ability to refer to datasets, indexes and search engines can use the associated metadata to enable discovery. The FAO provides the International Information System for Agricultural Science and Technology (AGRIS)16, an index of information sources, including datasets, for agriculture. The CIARD Ring (Collaboration in Information for Agricultural Research for Development) provides infrastructure for hosting and maintaining these indexes.

Efforts like AGRIS and CIARD involve curation and maintenance of indexes. For massive, on-site data – as collected in ‘ACFR: Robots Set to Transform the Automotive and Agricultural Industries’17, for example – some automated indexing of the data will be necessary.

---

12 Richard Tiffin, interviewed for this paper.
13 W3C. 2014. Data Catalog Vocabulary (DCAT). [ONLINE] Available at: https://www.w3.org/TR/dcat/
14 Alexander, Cyganiak, Hausenblas and Zhao. 2011. Describing Linked Datasets with the VoID Vocabulary. [ONLINE] Available at: https://www.w3.org/TR/vocab-void/
15 W3C. 2014. Data Catalog Vocabulary (DCAT). [ONLINE] Available at: https://www.w3.org/TR/vocab-dcat/
16 AGRIS. About AGRIS. [ONLINE] Available at: http://agris.fao.org/content/about
DATA SOURCING AND HANDLING: FOR THE DATA PROVIDER

Licensing
A fundamental problem for any open data movement is how to deal with data licensing and governance. While it is possible for a large number of stakeholders to join in the vision of GODAN, when it comes to actually publishing data openly, most data will come with some strings attached. Even open licences like the Creative Commons CC-BY and CC-BY-SA make specifications for how the data can be used. It is difficult to determine what licence should apply to results that make use of data governed by multiple licences18.

Other data-sharing initiatives have faced this problem and approached it in a number of ways, with varying degrees of success:

• Using a no-tech solution, where data users are informed of the licences associated with all the data in a system and themselves left to determine whether they are in violation (this is the approach taken by Open PHACTS (see earlier Sidebar: Open PHACTS)).
• Enforcing a blanket (open) policy across an entire portal.
• Providing a constrained sets of compatible licences that can be used within the portal (e.g. limiting to CC licences, but providing a choice from several CC licences).
• Expressing licensing constraints using a machine-readable vocabulary e.g. Creative Commons or the Open Digital Rights Language (ODRL)21.

A more comprehensive approach would be for the data system to determine what conclusions can be reached according to any particular licence (including commercial licences). If some data is protected by a GODAN partner, or a third party (e.g. a startup in the open data hosting space) could be convinced to provide this as a featured service.

Security
If sensitive data is to be shared, there must be provisions in the platform to ensure security of that data. Whether data is closed or shared with specified individuals or organisations, it will need to be hosted in a controlled way. Depending on the sensitivity of the data, this will include some guarantee of security, e.g. against hacking. In the most extreme cases, the security requirements for shared data in agriculture could be as severe as for shared data in the military. These principles are not unique to agricultural data, and have been studied in depth22. The basic concepts behind these principles are that services should be hard to compromise, that a compromise should be easy to detect, and that the impact of a compromise can be contained.

For open data (on the right-hand side of Figure 1), this is much less of a concern, but to build trust among data providers, some support for data security must be in place.

Dataset issues
Managing data on a global scale involves a wide variety of data types. The stakeholder engagement issues already discussed (trust and motivation) can take very different forms, depending on the data types under consideration. Technical issues also vary depending on dataset type, in terms of how data is governed, its technical infrastructure, and the particulars of collaboration approaches.

To illustrate the ways in which datasets can differ, some examples that have been used in data-sharing projects are set out below:

1. Scientific data including biology, chemistry, meteorology, agronomy and related fields. For example, the Open PHACTS project (see Sidebar: Open PHACTS) curates and distributes data about biological systems, in particular data that applies to the testing and development of drugs. This sort of data is highly curated (typically through peer-reviewed journals), and the result of extensive research. The use of a single data point can become part of a drug-discovery process worth billions of dollars. While the Open PHACTS data (especially in biochemistry) is applicable to agriculture, there is a wide range of scientific information about crops, invasive organisms, soil chemistry or toxicity, for example, which could pose similar challenges.

2. Production, consumption, purchase and sale data. The Better Cotton Initiative (see Sidebar: How Data Improves Efficiency of Cotton Production) tracks the provenance of cotton throughout a global supply chain. This involves information about production and consumption of raw materials, and how they were shipped and sold. By combining this information, conclusions can be drawn about the origins and destination of the cotton.

3. Precision instrumentation data. With the use of ever advanced machinery to perform the basic functions in agriculture23,24, the opportunity arises to track detailed information about the state and treatment of soil, invasive species, crop health and other important factors. The use of airborne drones to monitor agricultural factors is also becoming more feasible.

4. Satellite and weather data. The National Oceanic and Atmospheric Administration (NOAA) in the USA and the Meteorological Office (Met Office) in the UK, as well as other agencies around the globe monitor weather data on a regular basis. Advances in image processing make satellite data more effective. Satellite data availability can be unreliable, owing to cloud cover and other weather conditions, but it can still cover areas that are otherwise unreachable due to political or geographical limitations.

Data size and speed
For data sets that never change, it is sensible to talk about the size of the data set and the storage space it would need. However, many data sets are collected continuously in real time, and for these data sets, size is not a meaningful measure, since the set is always growing. For such data sets, a better measure is speed - how quickly does the data set grow.

For some types of instrumentation (sensors, remote sensors), the speed at which data is collected is so high that it is difficult to get the data to a storage facility25.

The size/speed of a dataset is a key consideration when it comes to sharing or archiving it. In the case of Open PHACTS, the speed is fairly low, since new scientific data is reviewed rather slowly. But scientific data encompasses a wide range of topics and can be quite large. The Open PHACTS database is largely made up of verified facts about the reactions of certain substances and steps in various processes. It is conceivable to have all of the Open PHACTS data running in a single database instance all at one time. Datasets of this sort are often measured in terms of how many facts (sometimes expressed as “nano-publications” or as “triples”) are included.

In contrast, production and sales data usually record specific information about particular transfers. The data recorded often comes from ledgers sheets or purchase orders, and hence is limited in scope. This limits the effective speed of growth of the dataset. But since longitudinal purchase data is important for tracking trends, the size of the relevant data is unbounded.

24 The Technical Centre for Agricultural and Rural Cooperation (CTA), Data Revolution for Agriculture. 2016.
Satellite data and weather data are typically managed by large agencies, as the infrastructure needed to store them, or how much bandwidth to transmit them.

Satellite data in particular is considered ‘heavy’, that is, the bottleneck in its usefulness lies in the difficulty in moving the data from one place to another. The ‘heaviness’ of satellite data is one factor that keeps agriculture applications from using the highest-resolution data available today.

Data structure

Perhaps the most striking difference between satellite data and other types of data is its structure (or rather, lack thereof). Instrumented datasets are largely tabular: each reading consists of the same measurements, varying by location and time. Satellite data, in contrast, consists typically of image data, which can be massive; these images can be processed by sophisticated algorithms to detect the location of objects on the ground (e.g. 1 square metre per image pixel). The market for exploiting satellite data (e.g. by improved image processing) is competitive, and several companies (like Orbital Insight and The Climate Corporation) have found niche value from this sort of data.

Precision farming instrumentation includes specific, structured measures, but new work includes photographic data taken from airplanes or drones. These datasets have the same unstructured properties as satellite imagery, but without the space-to-earth limitations.

Scientific data such as that curated by Open PHACTS is highly structured, but given the variety of data, there is a large variation in the structure. Much of the data (about metabolic pathways, chemical structure, and processes, for example) is best represented as graphs, while other data (composition, weight, etc) is best represented in tabular form.

Data vs. metadata

A distinction that is often cited when dealing with data management is that of data vs. metadata (i.e. data about data). There are a number of specific distinctions that these might refer to:

- **Metadata as schema.** When we collect tabular data, we need to know what the ‘columns’ in the data refer to. Even in non-tabular data, some schema information is helpful for interpreting the data. Many data formats include ways to specify schema metadata, e.g. XSD for XML, RDF Schema for RDF, and DDL for databases.
- **Bibliographic metadata.** Librarians and library scientists have used metadata to describe documents (books, articles, pictures, etc) for centuries, and have determined structures for recording and searching this kind of metadata. This sort of metadata includes provenance information (authorship, publication data), dates, size of the publication (e.g. in page count), and is applicable to datasets as well (e.g. DCAT and VoID).
- **Shared vocabulary.** Alignment of different datasets is a challenge in any distributed setting. A key tool in governing such data-sets is the use of a shared vocabulary. The vocabulary is used in the content of the data, rather than describing the data per se. For example, the AGROVOC (for AGRiculture VOCabulary) provides (amongst other things) terminology for talking about agricultural products, e.g. milk, milk byproducts, milk fat, etc. Agroportal and the VEST registry provide access to many vocabularies related to agriculture.

Metadata is much smaller than the data it describes, but is key to the combination of datasets in a meaningful way.

For tabular data – such as instrumental data and weather data – schema metadata can be implicit in the measurement method. Open PHACTS includes a good deal of its schema metadata (which changes frequently) in its publication, since there is such a wide variety of data that it describes. Much of the data in Open PHACTS is itself vocabulary metadata, providing a way to identify a particular drug or compound so that reference to any data is unambiguous. For datasets of this sort, identity is key: exactly what drug are we talking about? Open PHACTS has a sophisticated method of specifying in exactly what context an identifier should be interpreted.

Satellite imagery involves mostly bibliographic metadata, since the data itself is not structured. This metadata provides information for interpreting the data as an image, so that algorithms can work over it.

27 W3C. 2014. Data Catalog Vocabulary (DCAT). [ONLINE] Available at: https://www.w3.org/TR/vocab-dcat/
28 Alexander, Cyganiak, Hausenblas and Zhao. 2011. Describing Linked Datasets with the VoID Vocabulary. [ONLINE] Available at: https://www.w3.org/TR/void/
**SHARING FRAMEWORKS**

Many of the considerations outlined above have been incorporated into data sharing frameworks and maturity models. To a large extent, these efforts build upon one another, offering different guidelines with which data providers can publish more effectively and with greater impacts.

**Five-star open data**

Sir Tim Berners-Lee, the inventor of the web, has identified a maturity model for data publication on a global scale[32] [33]. The five-star maturity model is particularly oriented toward describing structured data and towards distributed publication of data, both of which aims relying on a strong notion of identity to make the data coherent. The model has the following elements:

- **Make data available**

  Making data available (and being specific about how it is licensed (see Figure 1)) is a seemingly small step but is fundamental: it means data providers are incentivised to share data, and how it is to be shared in terms of its licensing is already determined. This level of sharing already imposes a technical challenge, in that the data must be stored somewhere and access has to be publicised. However, it does not guarantee any particular utility to the data; the accuracy, provenance, currency and context are not included in one-star data. Often, data at this level is only readable by humans (i.e. in images or other documents not easily read by machines).

- **Make the data structured (machine readable)**

  The next maturity level is to structure the data enough that it can be read by machine. This includes formats that require specific, often proprietary software to read. Microsoft Excel is a common example at this level; anyone who wants to read Excel data has to enter into a business relationship with Microsoft. This has an impact on data longevity – what happens to the data if that proprietary format ceases to be supported? Conversion from one proprietary system to another can be problematic, since detailed information about proprietary formats is typically not available.

- **Ensure data is in non-proprietary format**

  By replacing a proprietary format with a non-proprietary one, the availability of the data is no longer beholden to a particular commercial entity. This allows anyone in a global community to access the data. It also enables longevity, since anyone can pick up the support of a non-proprietary format, or convert it to a new format.

- **Make data referenceable**

  This is the key to allowing the data to participate in a linked data world. It has to be possible to refer to other datasets, which makes it imperative to annotate the data with metadata – to record its provenance, accuracy, context, etc. Until datasets are well described using consistent metadata elements or schemas, it will be difficult to collect, share or interlink them.

- **Link data to other data for context**

  This is the grand prize for linked data, where the work is done of actually connecting data to other sources. This is an open-ended activity, since there is potentially always another relevant data context. To ‘socialise’ data for global use, datasets also need to be connected to information about provenance and currency, and to shared vocabularies that describe what the data means.

The five-star maturity model guides data publishers on how to publish data to the web, and draws heavily on the web’s infrastructure and governance patterns.

It uses universal web identifiers (URIs) to identify resources, and links them together by making reference to other web resources. The five-star model does not insist on any particular technology, but strongly indicates the principles that defined the Resource Description Framework (RDF)[34]. It is not necessary to use the RDF to implement five-star data, but users without it may be doomed to reinvent it.

There is a challenge for reaching the level of 4-star data for large, tabular and image datasets, since a fully referenceable data format (e.g. RDF) is quite expensive for large datasets. In the worst case, this can transform ‘lightweight’ datasets (which can be transmitted with little demand on resources) into ‘heavy’ ones (where there is considerable cost associated with the transfer of the data).

**FAIR principles**

A number of considerations have already been outlined that need to be taken into account in creating a network of trust. Having experience in similar efforts in the pharmaceutical industry, Force11 has published the FAIR Guiding Principles for Findable, Accessible, Interoperable and Reusable data[35]. These principles help to ensure that the data collected and shared will continue to be usable by stakeholders in the future, helping to maintain trust in the long term. FAIR provides guidance to the creation of data standards that will support the creation and longevity of a global data ecosystem.

The FAIR principles do not specify any particular technology for publishing and managing data, but many of the technical issues underlying FAIR are achieved by using the W3C web standards of RDF and RDFS. As the FAIR overview points out, putting data on the web is not enough; appropriate treatment of licensing is also needed.

Details of FAIR are given in the cited document, but the basic principle is that data must be findable, accessible, interoperable and reusable.

- **Findable** means that there is a unique, persistent way to refer to the data. The web standard URL satisfies this requirement quite well.
- **Accessible** means that the data can be obtained by humans and machines. URLs along with the web infrastructure go a long way to satisfying this goal, but further development may be needed to handle data licensing in a useful way.
- **Interoperable** means that the data can be managed by a machine. This covers parsing standards, self-description of the data, and ways to link the data to shared resources. RDF and RDFS provide considerable capabilities along these lines.
- **Re-usable** means that in addition to the first three principles, the data is described richly enough in terms of shared data (and metadata) resources to make its application apparent.

The FAIR principles go beyond the five-stars of open data to talk about how data can be used. To get synergistic value from data, it must be available and usable. The FAIR principles provide guidelines for how to continually improve the value of the data we produce.

The first of the principles, ‘findable’, poses a challenge for large-scale agricultural data. Unlike purely scientific data, a great deal of the data relevant to agriculture is very large-scale, coming from precision instrumentation or satellites. Searching through the contents of extremely large datasets of this sort is not practical. For such datasets, meaningful metadata that describes the content and context of the data is essential for its findability.

A great example of applying the FAIR principles in a particular domain is the FAIRDOM programme[36], which provides the platform and infrastructure for researchers in systems biology. This platform allows any data practitioner or owner to be in control of collecting, managing, storing and publishing their data, models, and operating procedures.

---

Open Data Certificates

More so than any of the preceding frameworks, the ODI’s Open Data Certificates\(^7\) take into account stakeholder issues around sharing data, including issues of motivation, trust and licensing. The Open Data Certificates provide a measure of how responsive a dataset is to stakeholder issues.

One of the main aims of the Open Data Certificates is to provide assurance of datasets’ sustainability. This is a lesson that was learned the hard way by Open PHACTS; success in publishing open data and creating a community of users does not automatically guarantee data’s sustainability. Many open datasets are funded by grants and government projects whose duration is limited; even hosting the data after the completion of the seed grant period can be prohibitive.

Certified data includes documentation and support for the data, so there is a system for maintaining and delivering it. There are several levels of certification and the desired level depends on the goals and governance of the data provider, unlike the case of data classified as five-star or FAIR. The most highly certified data includes a support team, data provenance, and specific service-level agreements.

Licensing is built into even the first level of certification (Bronze), guaranteeing that consideration has been made for the legal use of the data, right from the start.

Silver-certified data includes support from the publisher. It is not enough to simply provide the data; it has to have some support and documentation with it. User feedback (and perhaps even a crowdsourcing policy) is included at this stage.

Gold-certified data includes machine processing for many of its support functions; machine-readable licensing, open standard publishing format (like three-star data), and an update schedule.

Platinum-certified data includes provenance information to support trust, along with unique identifiers (identification is a pervasive problem in any data publishing setting). Platinum-certified data includes the features of five-star data, with a strong support system for the sustainability of data availability.

It is one thing to share data, but to achieve the desired gains from a data ecosystem for agriculture, to draw conclusions across the globe to guide decision making, it is necessary to exploit synergy between datasets efficiently.

Many of these datasets are useful in their own right, but the utility of a dataset invariably increases when it can be used in conjunction with others. For example, it is highly valuable to combine weather data with geophysical data when seeking to understand the impact of weather on a particular field where crop yields, pesticide administration or water usage is being managed. Agronomic data (e.g. soil chemistry) is valuable when it interoperates with information about organisms that are present in the soil in a real field. Connecting production data from a supplier with consumption data from its customer, and the production data of that customer to the consumption data from its customer, and so on, forms a supply chain. Combining all of these can provide a brand with insight into the original sources of its products.

Useful global data publication is a matter of data collaboration. Having already examined the stakeholder issues around trust and motivation, the particular challenges around different types of data, and some data-sharing maturity models, makes possible great progress in providing policy advice for the publication and reuse of data on a global scale.

Many of these approaches are predicated on the understanding of collaboration technology based on familiar web infrastructure, which is primarily a caveat emptor approach. Now that publication on the web is easy (and in the age of social network, becoming easier all the time), the burden of trust is on the consumer. Search engines and ratings sites gather data about web publications to guide the consumer, but in the end, it is up to the consumer to make their choice. In order to encourage and enable productive collaboration on a global scale, it is necessary to move beyond this simple model to something that supports collaboration in a sustainable way.

Collaboration Frameworks

Even in small systems, organising data from multiple stakeholders in a useful way can be challenging (see Sidebar: How Data Improves Efficiency of Cotton Production). The datasets, if they are published at all, appear in an ad hoc way, without any coordination, schema alignment or controlled vocabulary to guide the consumer about how to combine them.

The key to bringing together data from disparate sources in a productive way is some use of shared metadata, a touch point between the data sources as a common reference context. The book “Semantic Web and the Linked Data Enterprise”\(^8\) describes how this works within an enterprise, where shared vocabularies play a key role in providing common context between datasets. But how to establish these common vocabularies and govern their use?

At one extreme is the ‘data standardisation’ approach, in which some authority establishes a standard set of terminology that provides context for all datasets. As long as every data provider conforms to the standard, interoperability can proceed smoothly. While this approach is conceptually simple, it has its drawbacks, the primary one being shown in Figure 2.

The problem is that it is too easy for multiple authorities to provide guidance on the same metadata. When this happens, there is a choice to be made by any data provider, of which standard to use. Since no standard exactly meets the needs of any provider, there is continual pressure to create new standards.

Another problem that also appears in Figure 2 is that this situation happens again for each domain in which data is to be collected and connected. In the figure, the standards in question are for A/C Chargers, Character Encodings, Instant Messaging, etc. This applies equally well to standards for Chemistry, Soil, Invasive Species, Production, Sales, etc. Not only is there a proliferation of standards in any domain,

---

\(^7\) ODI/Open data certificate. What You Need. [ONLINE] Available at: https://certificates.thewd.org/en/about/whyyouneed.

but there is the issue multiple domains might be connected effectively. Agriculture is particularly challenging in this regard, because of the wide variety of relevant domains.

At the other extreme is the ‘linked data’ approach. Linked data begins with the observation that in a global setting, data will be provided by a wide range of stakeholders, and even in the presence of excellent reporting standards, it is unrealistic to expect any two datasets to necessarily share any particular standard. Hence the emphasis in linked data is not on producing any particular standard (or specifically, on producing a new standard as in Figure 2), but instead on interoperating between standards. Therefore, the linked data approach emphasizes mapping between standards (as an example of mapping see the Sidebar: Open PHACTS, the success of which shows in Figure 2, or they can be a cornerstone of a linked data infrastructure. They provide a way to connect information artifacts, including both documents and datasets, to govern the evolution of their software, including management of versions, keeping revision histories, and resolving collisions when multiple developers collaborate on the development of program code. Github44 is a cloud platform that hosts Git repositories, and is very commonly used for open source code development. Git provides services that allow teams of developers to produce their software, including management of versions, keeping revision histories, and solving conflicts when multiple developers make conflicting changes. While Git has been used so far primarily for computer program source code, many of the features of Git, including the governance of feedback to the corpus, are relevant to the governance of shared datasets as well.

Social networks of data (and metadata)

A strong global data policy will include data standards (shared metadata for expressing and exchanging information) as well as a linked data infrastructure (to link together datasets that were developed using contrasting or even competing standards). The goal is to move toward as much coherence as possible in the data system. Toward this end, it is helpful for a data publisher to understand what standards are being used in what community, to help them target their data with the least disruption.

This suggests a framework for sharing data that draws on social networking ideas, from the world at large (Linkedin, Facebook) or from intramural networks (wikis, JIRA)45. Such frameworks have already been successful at bringing social dynamics to bear on information sharing.

Git (and Github)

Many of the social and governance aspects of information sharing have been pioneered in the open-source software space. Git43 is a software sharing system that allows teams of software engineers to collaborate on the development of program code. Github44 is a cloud platform that hosts Git repositories, and is very commonly used for open source code development. Git provides services that allow teams of developers to govern the evolution of their software, including management of versions, keeping revision histories, computing differences between various versions, and resolving collisions when multiple developers make conflicting changes. While Git has been used.

Controlled vocabularies

Controlled vocabularies play a special role in a data sharing infrastructure. They provide a way to reference a set of terms that can be used to describe information artifacts, both documents and datasets. Controlled vocabularies can be subject to the same proliferation of standards shown in Figure 2, or they can be a cornerstone of a linked data strategy. Thanks in large part to the work of the FAO and the National Agriculture Library, the vocabularies on agriculture (Agrovoc40 and NAL41) have been connected with a curated mapping between the terminologies. This is an active area of development. Mappings between these vocabularies and many others (including the CAB41 thesaurus and the Chinese Agricultural Thesaurus42) are underway.


How to move from the current situation to a collaborative, shared global data space?
It is clear that this cannot be achieved by a single entity, it has to be engineered through the collaboration of a variety of stakeholders working together to build the data ecosystem that will propel the whole agricultural sector forward.

There is no blueprint for building this ecosystem, but there are areas to focus on that will allow it to develop, as discussed already:

- **Building trust.** This is the cornerstone for the whole infrastructure. Providers must trust that their data will be used well. Consumers must trust that data they use is correct, up to date, reliable, and available.
- **Developing standards and linking data.** Given the proliferation of standards, linked data approaches and resources must be honed so that they function in the standards “jungle”. However complicated the landscape, standards can provide anchors to help interoperate and link across data to make it more meaningful.
- **Ensuring sustainability.** In order to ensure that data continues to be updated and made available, it is essential to consider data storage, transmission and backup, and governance issues (including funding) that will enable the ongoing maintenance of data.
- **Providing incentives.** The various stakeholders in agriculture must be motivated (by carrot or stick) to continue to provide timely, high-quality data.
- **Data publishing principles.** The Five-star model and the FAIR principles provide specific guidance about what it means to produce data of real value to a community. Both of these are incremental, allowing data to be published and its value refined later on.

Specific efforts will need to be made by individual enterprises, governments or initiatives, informed by the areas set out above, to develop a global data infrastructure for agriculture. These include:

- **Finding business models** that provide incentives for various entities to collect and share data. If these models provide business value directly to the data providers, the quality of the collected data will be higher.
- **Leading by example** by providing open data sources. Syngenta has already done this by publishing data about the results of its Good Growth Plan.
- **Encouraging data standards** that make it easier to produce and share data. In doing so, stakeholders will need to have reasonable expectations of how these standards will be used.
- **Automating data collection.** Automatically collected data is more likely to be accurate and precise than data collected by hand.
- **Annotating datasets.** Even automatically collected data cannot be used if it is not described in a consistent and understandable way.
- **Following data sharing principles.** The five-star maturity model and the FAIR principles provide guidelines for creating and sharing data.
- **Using the data.** All of the best data sharing efforts have little impact if the data is not used in a productive way. Stakeholders must encourage a cottage industry of data-backed apps that get the most value from datasets.

These actions will require dedication, creativity and courage. The GODAN initiative\(^\text{48}\) has brought together hundreds of partners who have made a commitment to improving how data can help the agriculture industry feed the world. Making a commitment is not enough – creative thinking is needed to devise successful initiatives and actions that follow through to delivery. The recommendations and principles discussed in this discussion paper are intended to guide those initiatives, and to make sure that they keep us on track to keep pace with the global challenges that we face.

### The Syngenta Context

Following Syngenta’s first publication of open data in the form of the Good Growth Plan (23 April 2015, see Sidebar, Syngenta’s Good Growth Plan), the Data Sciences group in Syngenta realised it was contributing to what amounted to an immature discipline. While a lot of discussion was occurring around the sharing and use of data, especially open data, little of the debate related to agriculture and food. Data infrastructures appeared to be fragmented and there seemed little understanding of what the broader data ecosystem needed to look like for our industry. It has become increasingly clear that no single government agency or corporate entity can make the industry-wide change that is needed to acquire and manage the required data.

As a response to this realisation, Syngenta commissioned this discussion paper with the aim of catalysing some consensus around what form a global data ecosystem might take, how it could bring value to key players, what cultural changes might be needed to make it a reality and finally what technology might be needed to support it. Over the past year the idea has developed significantly through working with GODAN partners and the ODI membership, producing not only this paper but a number of responses to it from some key organisations that might benefit from a more coherent ecosystem. The responses add to the core message, building on its ideas and introducing other valuable perspectives, giving an opportunity to move beyond discussion to action. It is hoped that this set of material will catalyse action in the broader community – farmers, researchers, governments, large and small commercial organisations, and consumers – to develop the global data ecosystem which is surely needed if we are to address the significant challenges the agriculture and food sector faces.

---

Each of these commitments can be measured, in terms of crop productivity, outreach to smallholders, implementation of good soil maintenance practices, measurement of the extent of biodiversity practices, safety training attendance and labor monitoring. Rather than simply claiming that they have made progress on all of these fronts, Syngenta publishes its status data on all of these measures as open data. The data has earned a silver certificate according to the ODI certifications (see text), based on the comprehensive and objective documentation of the meaning of the data. This allows anyone who is interested in the Good Growth Plan not only to monitor its progress, but to understand how that progress is measured and to review it on that basis. The license terms of the data, the update schedule and period of coverage of the data are made clear in all datasets.

This provides a model of how data can be shared in a more general setting. From a business analysis point of view, most people are interested in the results - how much progress did Syngenta make, and how quickly. But suppose we want to know how it is measured? How do you measure smallholder empowerment, or looking after workers? Because this is Silver-certified data, anyone can review how these were measured, and exactly where and when how much progress was made. For example, In the data reported so far, empowerment is measured by outreach, and looking after workers is measured by a checklist that is published along with the data. This is directly analogous to scientific data - scientists are rewarded for publishing results, but the way they came to those results, what they measured and the values they got for those measurements, are not usually part of the publication. We applaud publication of the data that supports these scientific results, Syngenta is leading by example, showing the data and the computation behind its claims of progress.

Good Growth Plan progress data is available for download49.
data sourcing and handling; and sharing and collaboration frameworks.

**Stakeholder engagement**

The engagement of public and private sector stakeholders within and beyond CGIAR is crucial to the success of efforts to make outputs FAIR and leverage big data capacities for maximizing CGIAR’s impact. Efforts around developing and incentivizing a scientific culture of sharing outputs, and building trust for this by engaging as much as possible with Center divisions and units to advocate and ensure buy-in for OA/OD - from leadership through project management to IT, HR, and knowledge and data management; providing support and capacity to close gaps; implementing clear policy, guidelines and workflows; developing licensing assistance, and more. Engagement with partners who have or can develop analytics, visualization, and decision support tools to add value to existing data is also anticipated to yield valuable dividends.

**Data sourcing and handling**

Research at CGIAR Centers focuses on different commodities, disciplinary domains, geographies and scales, resulting in very different types of data - some born digital, often characterized by large size and speed of generation, and frequent updates. Data therefore ranges from agronomic trial data collected by field technicians in a variety of ways and formats, through input and output market information and socioeconomic data on adoption and drivers and conditions to enable it, to weather data and high-throughput sequencing and phenotypic information and resources include transparency, improved efficiency and returns on investment, higher quality data, increased collaboration, economic benefit, and enhanced innovation and impact. CGIAR also aspires with varying degrees of success to the Berners-Lee five-star maturity model to make data available (e.g. via appropriate licensing); structured to be machine readable; in non-proprietary format; referenceable such that it can operate with other linked data; and usable in context through interlinkages across data sets.

**Collaboration frameworks**

Recognizing the need to democratize agricultural research information and make it accessible to partners in developing countries, CGIAR’s aspirations focus on enabling data discovery, integration, and analysis via an online, Semantic Web-enabled infrastructure. This system, built under the auspices of the OA/OD initiative and the Big Data and ICT platform, will harvest content from CGIAR Center repositories to begin with, and include the ability to relatively seamlessly leverage it with existing and new analytical and mapping tools. However, Git repositories on GitHub are also being employed to foster collaboration and share software.

As Allemang and Teegarden note, there is no blueprint for building such an ecosystem in the agricultural domain; however, there are successful models to learn and draw from. Of particular interest are the functionalities demonstrated by the biomedical community via the National Center for Biotechnology Information (NCBI50) suite of databases and tools, with attendant innovations for translational medicine and human health. CGIAR efforts to enable similar functionalities to NCBI’s are underway by strong and enduring stakeholder engagement and capacity building, and include many of the areas below that Allemang and Teegarden have proposed.

**Incentivizing data sharing by building accountability, culture and trust**

Without incentives and a culture that encourages rewards the sharing of research outputs, any technical efforts to enable OA/OD will meet with limited success, at best. As noted above, the FAIR principles and Berners-Lee’s maturity model are at the heart of CGIAR’s data sharing framework, and the basis on which accountability, culture, and trust are being built. Among other factors influencing these goals: Sufficient funding needs to be available (e.g., from funding agency support for OA/OD and researchers and consumers need assurance that open content will be clear (e.g., increased citations, enhanced collaboration networks, possibility of improved funding etc.), the process of managing data for sharing needs to be easy and well supported (e.g., simple and consistent annotation tools, easy workflows for ensuring data curation, quality, and uploads, guidelines, training on best practices and key tools for data management, support for digital data collection etc.), and the conditions for reuse need to be clear (e.g., citations, licensing etc.) Researchers need to be accountable for making their outputs openly accessible (e.g., through contractual obligation, annual performance evaluation and recognition, donor policies etc.) Likewise, for continued use and growth, data consumers need to have confidence in the open outputs, through rigorous curation, quality assurance, and where appropriate, clear indications of the uncertainty associated with the data. Lastly, consumers need assurance that open content will continue as open “into perpetuity”.

**Ensuring sustainability**

For a global data ecosystem such as CGIAR’s to endure and become a reliable and trusted resource, a business and/or sustainability model needs to be articulated from the start. At CGIAR, this includes not just a funding model, but also a plan for infrastructure hosting, continued maintenance and growth, and governance; data storage, security, and ethical handling; and easy and reliable content discovery and retrieval from anywhere.

CGIAR’s ongoing OA/OD initiative, and in-development Big Data and ICT platform are engaging globally with multiple stakeholders to foster a
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collaborative, shared approach where possible towards a state-of-the-art infrastructure to enhance discoverability, access, interoperability, and analysis and reuse of agricultural research outputs. Such an effort can only be strengthened from bringing together the best minds and approaches, from sharing scarce resources where possible, and from not reinventing any unnecessary wheels. While the infrastructure may be initially piloted for CGIAR, the overall goal is to transform the agricultural research and agriculture for development sectors into organi-

zations that harness the power of agro-informatics and big data capabilities to fully realize the value of its outputs and donor investments. This can only happen through wide engagement with National Agricultural Research Systems (NARS), International Agricultural Research Centers (IARCs), academia, and other governmental and international public and private sector entities, and approaches that are guided by FAIR principles and the five-star maturity model.

**AGRIMETRICS RESPONSE**

Silver Oliver

The GODAN paper entitled “A global data ecosystem for agriculture and Food” presents a vision of a data ecosystem for agriculture and goes on to make a series of recommendations outlining the steps needed to realise this vision. Agrimetrics lives within this ecosystem and is working on a number of initiatives that address these challenges. The importance of a cohesive data ecosystem and its ability to mature with time is considered crucial to Agrimetrics and the wider industry as a whole.

**About Agrimetrics**

Agrimetrics is a not-for-profit company that was set up in the UK in 2015. The organisation’s aim is to support a revolution in the use of big data science in the agri-food industry and contribute to a highly intelligent, productive, efficient, resilient and sustainable system. Agrimetrics’ vision is to use the power of linked data to repair the connections between food producers, processors, retailers and consumers that have sometimes been broken as the food system has transitioned from local to global. Insights obtained through the use of big data and analytical tools will support a detailed and collective understanding of the agri-food system by farmers, food manufacturers, food retailers and consumers. This kind of understanding is key to making the system sustainable and more resilient.

As an illustration of the power of linked data, Agrimet-

rics has developed a first iteration of its data platform which includes weather, soil and crop data. A range of application programmer interfaces (APIs) have been developed which allow both data and metadata to be queried. By querying the data it is possible to identify locations which have specified growing conditions defined by both weather and soil character-

istics. The APIs on the metadata give access to a standardised description of the soil, weather and crop data domain which mean that it is straight-

forward to link the data in the platform to other data, for example data that is held privately by another organisation. Agrimetrics is now exploring ways in which the platform can be extended.

The recommendations outlined in the GODAN paper relate to the work of Agrimetrics in a number of ways:

**Developing new business models**

The Agrimetrics business has been established through government funding but must become quickly self-sustaining. Considerable thought has thus been given to the relevant issues raised in this report. The first is the creation of an appropriate business model to support greater sharing of data. There is no doubting that value exists in shared data across the agriculture industry, but the key is to create an appropriate mechanism by which this can be unlocked. Whilst the creation of a market in which money is the counterpart transaction is one option, it is not the only one.

Agrimetrics is developing a system, supported by an application, in which farmers and growers can engage in informal transactions in which data can be shared in a controlled, safe manner in return for insights based on the data that they are prepared to share. Two principles are key to this being an acceptable approach. The first is that original sharer of the data retains control of that data, and the second is that Agrimetrics is trusted to use the data in accordance with a set of clear principles. We believe that this trust can only be established if we are seen to be clearly separate from government and acting in the best interests of small producers and consumers.

Having success stories to share can help build confidence and trust in new business models; GODAN has the potential to be a powerful channel for the sharing of these success stories.

**Leading by example**

The commercial remit of Agrimetrics means that it must be focused on delivering value to both data providers and data consumers.

Agrimetrics is building an environment in which sensitive data can be kept secure, but interrogated in a way which yields results which are valuable and anonymous. It is also developing data products which can drive innovation in the sector. These include APIs which can be used to integrate into our platform and widgets which can be dropped into applications or dashboards.

Agrimetrics also consumes open and licensed data. GODAN is well placed to be an advocate for making critical datasets of the ecosystem available whether that be open or licensed. Agrimetrics’ experiences indicate that even if stakeholders are willing to pay for data in agriculture, trust may not be sufficient to gain access.

**Encouraging data standards**

A crucial aim of Agrimetrics is to build its platform to be part of a much bigger global data ecosystem. For this to happen, a setting in which diversity flourishes needs to be created. Agrimetrics fully endorse the view expressed in the report that there is no need for another data standard. Existing data standards need to be made transparent but the real need is for a stitching together of standards. Agrimetrics will contribute to this by creating robust and rich data models of their own and mapping these to external standards as they evolve. Agrimetrics will publish their data models on their platform.

Models around vocabularies and reference data are seen as equally important to (if not more than) data models. Providing registries of identifiers is the glue that will hold the ecosystem together. Again this is an area in which Agrimetrics plans to be an active contributor.

Related to the issue of standards for data is that of quality standards. The Agrimetrics approach here is to find ways of communicating uncertainty in the data. One of the features of a data rich world is that the quality of data becomes much more variable. By creating arbitrary red-lines on the basis of perceived quality, the risk is that the initiatives are constrained to a smaller data world. Whilst a given level of uncertainty may be unacceptable in one application, it might be perfectly alright in another. In fact, as we transition to a world where decisions are informed from multiple directions, these decisions will become inherently risk based.

GODAN can play a key role in facilitating collaboration around existing efforts to develop standards and identifiers. A crucial role is to help organisations working on complementary efforts be aware of each other, as well as providing gap analysis on missing initiatives.
Annotating datasets

Beyond the adoption of standards, practical support is needed around how to apply them. Annotation is an area that can be approached in many different ways and training and support will be needed for groups without the tools or experience to effectively annotate. Training is also needed more widely in data sharing and using linked datasets.

There is potentially a role for GODAN in providing workshops, case studies and training material for those working with data. This should look at the description, publishing and consumption of agricultural data.

Automated data collection

Agrimetrics believes that better data collection is a key part of the ecosystem. This goes further than just automated data collection and will need improved and novel tools for collecting data from people as well. In the FarmASSIST application we collect data directly from farmers at the time of planning a crop providing data about their intended market for (e.g. bread versus animal feed). Data of this type could be complemented with automated collection of data regarding observed yield and weather.

Data hosting

Data hosting is not the primary focus of Agrimetrics, nor do we believe that it should be that of GODAN. Data is hosted where it is hosted. If certain stakeholders need support in contributing to the data ecosystem then Agrimetrics can provide it but it is not thought that a central repository is a valid contribution to an environment in which diversity flourishes.

Conclusion

As reflected in the initial problem statement, Syngenta found that it was publishing data into what is an immature data discipline in the Agriculture space. The principles laid out in the GODAN paper will be essential in developing this ecosystem and Agrimetrics will be directly tackling some of these challenges as discussed. We welcome this report and look forward to playing our role in implementing its recommendations.

Jeni Tennison

Data is infrastructure. It underpins public services, business innovation and civil society. Data such as statistics, maps and real-time sensor readings help us to make decisions, build services and gain insight. Data infrastructure will become more vital as our populations grow and our economies and societies become more reliant on getting value from data to innovate and improve.

This is particularly true in agriculture and nutrition. We face a challenge of feeding 9 billion people by 2050, with global demand for food, feed and fibre doubling in that time period combined with the pressure of climate change. This can only be addressed by enhancing the productivity of fisheries and farms, improving the functioning of markets, and informing the food choices made by consumers.

Data is an essential tool in our arsenal for achieving the changes that are needed in our agricultural ecosystem. It helps us to make better decisions along all stages of the food production chain including financial services, planting, processing, transportation, and getting to market.

Data infrastructure includes datasets; the technology, training and processes that makes them usable; policies and regulation such as those for data sharing and protection; and the organisations and people that build and maintain data. A working data ecosystem enables and is enabled by a strong data infrastructure.

The GODAN/Syngenta paper ‘A global data ecosystem for agriculture and food’ discusses several important aspects of creating this data infrastructure:

- It rightly focuses on the crucial role of trust in building a data ecosystem: in the quality and availability of data, in the institutions that collect, analyse and provide access to it, and in the way in which personal or commercially confidential data is handled and shared.
- It discusses the need to evolve the technologies and standards that are used to exchange data. Importantly this includes how to build data for the web, which enables us to take advantage of network effects.
- It highlights some of the technical challenges that are particularly relevant for data in agriculture and nutrition, such as dealing with high volumes of data generated by satellite imagery and weather predictions and the streams of data that come from sensors in fields and agricultural equipment.
- The report also touches briefly on the need to develop diverse business models which provide incentives and assurances to the entities of different types which collect, analyse and share data. They include commercial services which generate revenue or recover costs, while also providing shared and open data55. A global data ecosystem will include organisations operating under a variety of models.

Faced with these issues, it can be hard to know where to start. Creating a strong data infrastructure cannot happen overnight. It takes time to build trust, to develop standards, to embed processes that ensure data quality and availability, to grow new businesses and evolve existing business models.

Below we outline some recommendations about how to approach defining the data infrastructure within a sector. This is relevant for agriculture and nutrition, but could equally apply as a framework for other sectors to learn from.

55 http://theodi.org/data-spectrum
Think big but start small

It is easy to be overwhelmed by the huge scope of a sector such as agriculture. Starting with a focused real problem — such as how a smallholder can tell when to plant their crops for maximum yields, or how a supermarket can guarantee the contents of a ready meal to its consumers — makes the challenges tangible and addressable. What data is needed to combat this particular problem, who needs it and when? Which stakeholders need to be brought on board and what motivates them? Who currently holds data which could be helpful for solving that problem? Where are the barriers that need to be overcome? What capacities and resources are needed to make sense of the data?

Data often has wide applicability. Having data about the characteristics of a particular crop can help inform not only when it is planted but also what herbicides to use or how to use it in rotation with other crops. The serendipity of unanticipated uses of data is one of the reasons why open data can be so powerful. This can mean that starting with a real world problem feels constraining. Why focus on addressing a single problem when we know that data could be used in many many ways?

The answer is that starting with problems ensures that the approaches that are offered are grounded in the real world. In technical domains such as data, there is often a temptation to try to find a problem that might exploit a particular technology or solution, rather than using the technology that best addresses the problem. Starting with the problem and fully understanding the needs of those that will be using data ensures we aren’t tempted to use technologies that don’t suit the data we’re handling or the people that want to process it.

Starting with the problem also helps direct the limited time and resources that people have into achieving concrete impactful results sooner, which builds greater buy-in over the long term. The fact that the same data and organisations involved in addressing one problem are also relevant for another (and even for problems in other sectors entirely) merely means that tackling one problem makes it easier to tackle the next one. This drives the gradual growth of our data infrastructure and ecosystem.

Consider the whole system

Data operates within a broader system of individuals and organisations with existing processes, collaborations, business models and methods of decision making. We have to understand how to maximise the value of data within such a system, and the potential negative impacts that it may also bring. To get these stakeholders to work together to strengthen data infrastructure we need to find ways to benefit everyone.

At ODI, we use the wheel shown in Figure 3 to illustrate the activities that are needed, in our experience, to tackle collective data challenges within a given sector. We have seen good data initiatives fall because they address only parts of this wheel. A common failure mode is targeting only technical aspects, such as the publication of data and the creation of standards. Both these activities are useful but they are not the only, or even the major, activities that are needed to support open innovation with data.

We have found the following activities are also necessary:

- Creating the tools to support data standards and the techniques to apply them that enhance their adoption.
- Building an evidence base and conducting a user needs analysis to ensure that the problem, and existing approaches, are well understood.
- Building capacity across the sector through training, workshops and the development of assets that help people learn how to use relevant data.
- Engaging the community through media and events so that they know about the activity.
- Developing policies, regulations and legal frameworks that ensure data is handled ethically and transparently.
- Incentivising the use of data in the development of products and services through competitions and startup incubation.

Directing such a change programme to tackle real world problems requires transparent and accountable governance structures, including clear goals and performance metrics, and an overall strategy.

When designing these systemic interventions, we have to take into account that there are large variations between those affected not just in terms of their data literacy and technical capacity, but also in aspects such as education, wealth and power. The people and organisations in the agricultural ecosystem are particularly diverse. They include policy makers, businesses from international agritech firms to startups operating on a shoestring, large and smallholder farmers, CSOs, the media, academic researchers and everyone who eats food.

Harness the network

Increasing the size of a network increases the value it provides. This applies to the collaborative maintenance of data: the more people contribute to maintaining a dataset, the higher quality it achieves and the lower cost it takes for any individual. It applies to trust: the more people reference and use a canonical list, for example of pests or plant diseases, the more valuable that list becomes for linking data together. And it applies to open data infrastructure: the more people

<table>
<thead>
<tr>
<th>OPEN INNOVATION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Policy Regulation Legal</td>
</tr>
<tr>
<td>Strategy Governance Performance</td>
</tr>
<tr>
<td>Events Engagement Communication</td>
</tr>
<tr>
<td>Evidence Business &amp; User needs</td>
</tr>
<tr>
<td>Standards Tools Techniques</td>
</tr>
<tr>
<td>Startup Incubation Competitions</td>
</tr>
<tr>
<td>Training Workshops Assets</td>
</tr>
</tbody>
</table>

Figure 3: Activities that lead to sector-level change through open innovation
Design to adapt

We are, globally, at the very beginning of the process of developing our data infrastructure and we don’t yet know exactly what works, nor what the future holds. The things that we can guarantee are that new technologies will be developed, new standards will be created, new organisations will grow and existing ones will change their focus. The data infrastructure that we build needs to be able to adapt as we learn, and as the world changes.

We can also be certain that solutions that work in one situation may not work in another. This is a familiar story in agriculture: just as we cannot expect the same fertiliser to bring exactly the same benefits to every crop and soil, we cannot expect the same data to be as valuable to every farmer or policy-maker. We need to adapt appropriate approaches and tools to meet the needs of different local contexts, including being mindful of the political economy (e.g. who has power to make decisions?).

The data infrastructure that we build and the way in which we enable it to develop has to embrace change, adaptation and evolution. There are many aspects to this:

• employing participatory and human-centred design to ensure that approaches are adapted to local contexts
• adopting a scientific approach to measuring the impact of interventions that is oriented around constant research, evaluation and learning (such as those being developed by GODAN Action)
• encouraging innovation, both directly through challenges and incentives, and indirectly through embedding an open culture and makes experimentation easy
• using technical approaches that are built around modular, distributed datasets and services, and using open standards in the protocols and formats that are used to join them

At the same time as embracing change, it is important for data infrastructure to be solid and reliable, so that it can be built on. Building an adaptable data infrastructure is as much about recognising and highlighting those parts that are stable as it is about building in points of extensibility and customisation that enable evolution and growth.

Nurture an open culture

Making a data infrastructure that is as open as possible is beneficial for everyone. Open data, open standards, open source and collaborative models build trust, reduce cost and create more value than other approaches. Being open also increases the number of connections that can be made in a network. As discussed above, data benefits from network effects: it creates more value as more people use and maintain it.

Openness is also important in the process of building a data infrastructure, both in terms of being open with people, so they know what is happening, and being open to people, so that they can contribute to the outcome. Transparency builds trust within the data ecosystem. User engagement enables us to accurately define problems and issues, identify data needs, and articulate the objectives of a programme of change.

Shared discussion papers like this, and thematic working groups focusing on tackling specific problems like data rights, are a good start to being open. But we need more proactive outreach to ensure different voices are brought into the conversation, including the most vulnerable. As we have discussed above, the stakeholders in the agricultural sector are extremely diverse, as are the contexts in which data-based solutions may be deployed. The data infrastructure we build will be similarly varied. Openness with and to the people it is meant to benefit will ensure it can be adapted to their needs.

As the GODAN/Syngenta paper suggests, we can’t afford to neglect the issue of culture at the community, organisational, or institutional level. Culture defines how we relate to each other and share information. If there are social, political, economic or historical barriers discouraging people from connecting and sharing data, then no technical solution will help. Transformation initiatives that are based on creating an open culture such as Syngenta’s ‘Good Growth Plan’ or the Open Government Partnership can help to catalyse culture change over time.

Summary of recommendations from ODI

Data infrastructure provides a foundation on which services can be built and decisions made. We need to learn the lessons from the evolution of our road, railway and energy networks in the industrial revolution and ensure our data infrastructure is constructed to maximise benefits to society. Data could contribute more value to our economies and our lives than it currently does, and we need to access that value to meet the global challenges that we face.

Good infrastructure is simply there when we need it but, at the moment, too much of our data infrastructure is unreliable, inaccessible or only available if you can pay for access. Data innovators struggle to get hold of data and to work out how they can best use it, while individuals do not feel that they are in control of their data.

A good data infrastructure is designed to be as open as possible while respecting privacy. It is built for the web, developed based on need, evolves and is dynamic, and encourages open innovation. A good data infrastructure benefits everyone.

We have argued here that building a good data infrastructure requires us to start with real world problems, consider the whole system, harness the network, design to adapt and nurture an open culture. Above all, building a good data infrastructure requires us to start somewhere. Each project in which data is used or shared may seem like a small seed, but it’s from those seeds that our data infrastructure will grow.
A shared global data space for agriculture and food would propel the industry forward. Information would become more available to all actors seeking to foster innovation. Analytical and decision making tools could incorporate a greater abundance of data sources. A digital economy would arise with online services and applications that use machine readable, interoperable and often publicly shared data. The necessary infrastructure components, including the technology, people, policy and business ones, could seamlessly integrate and work together.

We believe that a transition of agriculture and food into a highly innovative industry powered and disrupted by data and digital services is inevitable, the only question is ‘when?’. In this response to the ‘Global Data Ecosystem for Agriculture and Food’ discussion paper, we explain why we feel that Europe is uniquely positioned to lead and accelerate such a data revolution.

What makes Europe special?

European policies to enable the transition of traditional industries into data-powered ones have been put in place in a decisive manner during the past few years. Three very important policy initiatives are expected to completely change the mindset of people and the environment in which agriculture and food enterprises operate, especially in research. Firstly, the decision to create a Digital Single Market for all EU member states and the adoption of an Open Access policy for all EU-funded research outputs. The Digital Single Market attempts to tear down regulatory walls and move from a position of fragmented national markets for digital goods and services to a single market across the EU. Secondly, the Open Access policy which has become a mandatory requirement in the Horizon 2020 (H2020) framework programme. This Open Science policy requests that all research and innovation activities that are funded by public money make available their outputs (both scientific publications and research data) as a public good. Finally, the Public Sector Information PSI directive which has been encouraging the publication and licensing of digital assets produced by the public sector in the EU in a way that will make possible its re-use for both commercial and non-commercial purposes, in a non-exclusive manner.

These policy actions have been backed up by significant investment in a digital infrastructure that will facilitate storage, management, and discovery of data assets. In the scientific domain, this has led to the establishment of cross-European e-infrastructures such as: OpenAIRE which is connecting open access repositories and cataloguing all scientific outcomes produced within EU projects and beyond; OpenMinTeD that is developing a technological backbone of text and data mining services that may be applied to scientific outcomes; Big Data Europe that deploys big data technologies and analytical engines across industrial sectors; and the overarching European Open Science Cloud (EOSC). In a similar manner, the PSI has been complemented by the deployment of two Open Data portals - one for all data produced by the European Commission and one providing access to data sets from national Open Data portals (both accessible through data.europa.eu).

Another important factor that has uniquely positioned Europe was the decision to invest into and support the cultivation of a European entrepreneurial spirit that particularly nourishes startups and SMEs. The emergence of the open data culture has also significantly influenced relevant EU initiatives that have been financing small businesses to create digital applications and services. Examples like the Open Data Incubator for Europe (ODINE) and the sixteen FIWARE accelerators which, five were focused on the agri-food sector have played an important role in this, creating an initial environment in which such business efforts may be supported and nurtured. In addition to this, the excellent work that the Open Data Institute (ODI) has been doing in the UK has served as a model for many European countries, showcasing how a data-powered digital economy may be created in a systematic and well thought manner. The ODI approach has been reflected in the way in which many EU initiatives and programmes have been conceived and implemented.

Is this the right time?

What is unique and fascinating today in the European landscape is that this is the first time that the enabling conditions are all there. The advocacy work that the Global Open Data for Agriculture and Nutrition (GODAN) initiative is doing has been instrumental in getting together many of the European stakeholders to align their data infrastructure thinking and agendas. European funding agencies that operate in the global sustainability space have highlighted data infrastructure as a priority in the Belmont Forum’s E-Infrastructure and Data Management coordination action. European scientific organisations, such as the French Agromicronomie Research Institute (INRA) and the Wageningen University & Research Center (WUR), have decided to join forces, mobilising European scientific communities, and together developing a 10-year roadmap for an open science e-infrastructure in agriculture and food. The work that the Food & Agriculture Organization (FAO) of the United Nations has been doing for decades on topics related to agricultural information management and interoperability has become central to the discussion, providing mature expertise and proven facilitation mechanisms. The Interest Group on Agricultural Data (IGAD) of the Research Data Alliance (RDA) is evolving into a global forum that brings people working on research data management together.

In this fertile context, getting the right people together matters. This is what happened at the ‘Open Harvest’ event in May 2016: a select group of people that represented important stakeholders, including INRA, WUR, FAO, CGIAR, CABI and Syngenta, came together and jointly proposed a set of principles contained in what they termed the Chania Declaration. This is a call to arms for the community, asking for enhanced collaboration between the public and private sector, as well as an alignment of the investments on the infrastructure so that a common data space may be created. The various European Commission Directorate Generals (DGs) that have an interest in the agri-food sector will also need to be part of this ongoing discussion. They have been invited by this group to sit around the same table and discuss about how existing and future EU funding programmes may be best designed and utilised to achieve this common goal. This is the right time for Europe to lead discussions about the way in which a shared global space may be created, as well as to ensure support for the EU organisations that already are among the leaders of this orchestrated effort.

What challenges do we face?

The ideas and proposed directions covered in this discussion paper reflect to a large extent also the ideas and considerations that European institutions have been discussing and talking on various fronts. The interventions that the authors propose are relevant and timely. The relevant routes and challenges in the European context to meeting the recommendations of this report are:

Building trust. The EU should embrace and support industry-specific efforts that bring together the public and private sectors. The example of OpenPHACTS shows how a pre-competitive research data sharing environment may be created for the benefit of public and private sectors. In agriculture and food we would initially expect to see such efforts first in a restricted context, bringing together the public and private stakeholders in well defined sectors (e.g. the dairy sector) or around specific problem areas (e.g. product / food safety).

Developing standards and linking data. Thanks to the work that FAO has been leading during recent years, there is significant experience and expertise that could be integrated and leveraged to create a single European data infrastructure.
in this area. Identifying the gaps in data standards, creating a semantic backbone by enhancing the Global Agricultural Concept Scheme (GACS) developed by FAO (using AGROVOC) with CABI and the USDA National Agricultural Library; and developing good practices, guidelines and tools for publishing and linking data in the context of RDA IGAD - in principle, scaling up successful initiatives and efforts. This vital infrastructural component should be embedded in EU e-infrastructures, such as the European Science Cloud and its agri-food thematic aggregator AGINFRA.

Ensuring sustainability. Large research organisations in Europe often have the resources to set up and manage their own data infrastructures, typically with support from national governments. This is not the case for smaller organisations that produce and publish a large variety of valuable small and heterogeneous data sets. Appropriate models to help these organisations sustain their data resources, services and capabilities are essential. Getting them closer to public e-infrastructure provision is essential, but still the sustainability of services will depend on brokering either government or private sector support.

Providing incentives. The agriculture and food industry is dealing with very important societal challenges and market opportunities. The need to combine various data sources and formats in order to solve them is an inherent challenge that the industry must address in order to develop. Making the potential benefits of data sharing clearer will make it happen more readily only in some cases. Positive reinforcement through accreditation, or payment for associated services will help but cultural barriers to openness in such a rich and diverse environment remain solid in places.

Data publishing principles. This is not going to be a one-off exercise and a one-size-fits-all solution. Each type of problem and project requires different data types and formats to be published. Depending on the availability of standards and the maturity of the specific community, data management and publishing principles will need to be customised and published. Operators of infrastructure services and providers of training and support will need to acknowledge, understand and address this. Those looking at crop trial data, soil data, irrigation data, food recall data, etc. will each need to go through their own journeys.

We believe that Europe is strategically positioned to lead the transformation of the agriculture and food industry; it may coordinate and facilitate the development of the open, interoperable and distributed infrastructure that will help a global ecosystem flourish. This effort should go beyond existing isolated activities and proof-of-concept demonstration exercises. For a data revolution to happen, agriculture and food need a fabric of interoperable and interplaying infrastructure layers that will make data sharing and exchange as natural to us as it is to use the road or rail infrastructure to move from one country to another.

Within GODAN, we have established a Data Ecosystem Working Group where we will kick off and frame this important discussion based, at least to start with, on the important work already done in this paper. Our desire (and expectation) is that this discussion will be broad and inclusive, and involve all relevant strategic stakeholders and forums of the EU (and globally). The active participation of some key European stakeholders in GODAN activities ensures that this involvement will be prioritised and pursued.

---
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